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Abstract

Fraudulent activity detection in credit card is one of the important problem
in online payment systems. Many credit cards offer various rewards
programs, cashback offers, travel benefits, and discounts on purchases.
Therefore the number of credit card users have increased day by day. From
providing a convenient way to make purchases internationally to record
keeping. Several benefits have been provided to the credit card users.
However, it is very important to study about the safety, security and the
cause of Credit card frauds. Credit card institutions should be able to detect
the fraud in real time in order to avoid losses from the card owner and the
bank.t To detect credit card fraud, our study utilizes both machine learning
algorithms and deep learning techniques. By leveraging these approaches,
we aim to train models capable of identifying fraudulent transactions by
analyzing patterns and anomalies within the data. Our experimentation
involves extensive analysis using a dataset containing credit card
transactions made by European cardholders in September 2013. The
objective of our study is to compare the effectiveness of various machine
learning algorithms such as logistic regression (LR), decision trees (DT),
random forests (RF), and support vector machines (SVM), along with deep
learning models like Feed Forward Neural Networks and CNNmodels, for
credit card fraud detection. By using these techniques, we can improve the
overall performance of credit card fraud detection models and reduce the
financial losses caused by credit card fraud.

Key words: Machine Learning, Deep Learning, fraud detection, Algorithm.
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Chapter 1

Introduction

Fraudulent activity detection in credit cards is one of the important
problem in online payment systems. With the increasing
popularity of digital payments and online shopping, the risk of
fraud has grown, and fraudsters have become more skilled and
elusive. To combat this issue, financial institutions and merchants
have implemented fraud detection systems that utilize rule-based
methods and human review. However, these methods are time-
consuming, expensive, error-prone, and struggle to keep up with
evolving fraud tactics. Machine learning (ML) has shown promise
in detecting credit card fraud by automatically learning patterns
and anomalies from large datasets of transactional data. This thesis
aims to contribute to the field of credit card fraud detection by
investigating the performance and feasibility of various machine
learning techniques. The study will focus on developing and
evaluating machine learning-based systems that can accurately
and efficiently detect credit card fraud in real-time, minimizing
false positives. Different machine learning algorithms and
techniques for feature selection, data preprocessing, and model
optimization will be explored and compared in terms of accuracy,
efficiency, and interpretability. Additionally, the study will
examine the impact of various data sources, such as transactional,
contextual, and behavioral data, on the proposed system's
performance. The findings will provide insights into the factors
that contribute to successful credit card fraud detection using
machine learning, helping financial institutions and merchants
enhance their fraud detection systems and improve security in
electronic payments.
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Motivation
Credit card fraud is a significant financial crime where
unauthorized individuals exploit someone else's credit card
information to carry out transactions without their consent. This
problem poses a threat to both individuals and financial
institutions, highlighting the need for effective detection and
prevention methods. To address this issue, there is a growing
demand for advanced and automated fraud detection techniques
using machine learning. However, several challenges remain in
the development of robust machine learning models, including
data imbalance, feature selection, and model interpretability.
Overcoming these challenges is crucial to enhance the fraud
detection systems of financial institutions and merchants, leading
to reduced losses and improved security and trust in electronic
payments. This research centers on the examination of credit card
fraud detection using machine learning techniques, investigating
the obstacles that are involved in this domain, emphasizing the
importance of feature engineering, and presenting various
machine learning algorithms commonly employed in this domain.
Furthermore, a case study is provided to demonstrate the
effectiveness of machine learning algorithms in detecting credit
card fraud.

Objective
The main objectives of this thesis are as follows:
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 Design and assess a credit card fraud detection system based
on machine learning, aiming to combat fraudulent activities
associated with credit cards.

 Primarily the objective is to develop a system that utilizes
machine learning model to effectively identify fraudulent
transactions in real-time. The system should achieve high
accuracy in detecting fraud while minimizing false positive
rates.

 Explore and compare various machine learning algorithms and
techniques: The thesis aims to study and analyze different
machine learning algorithms and techniques, specifically
focusing on feature selection, data preprocessing, and model
optimization. By comparing their performance in terms of
detection accuracy, efficiency, and interpretability, we can
determine the most suitable approaches for credit card fraud
detection.

 Investigate the impact of data sources on system performance:
The thesis seeks to examine how different data sources,
including transactional, contextual, and behavioral data,
influence the performance of the proposed fraud detection
system. By understanding the contribution of each data source,
valuable insights can be gained to enhance the success of credit
card fraud detection using machine learning.

 Contribute to the development of robust fraud detection
systems: Ultimately, the findings and conclusions drawn from
this thesis will contribute to the advancement of more robust
and effective fraud detection systems. By implementing these
systems, financial institutions and merchants can better protect
their customers from fraud and mitigate financial losses.

 Overall, this thesis aims to tackle the difficulties encountered in
the detection of credit card fraud, providing solutions and
improvements in the field through the development and
evaluation of a machine learning-based system. By exploring
different algorithms, investigating data sources, and providing
insights into system optimization, the goal is to enhance the
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security and trust of electronic payments while reducing
financial risks for individuals and organizations.

Thesis Organization
The rest of this thesis is organized this way as follows: Chapter 1
briefly discusses about the background of the Study and problems
are identified; Chapter 2 covers the latest Relevant literature;
Chapter 3 presents the proposed framework and research; Chapter
4 discusses the performance and evaluation of the algorithms;
Chapter 5 concludes the thesis.
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Chapter 2

STATE-OF-THE-ART TECHNIQUES AND

LITERATURE

Machine learning is an area of research that focuses on utilizing
computational algorithms to transform empirical data into
practical models. Its primary goal is to enhance the performance of
computer systems by analyzing data and developing algorithms
and statistical models. By recognizing patterns and leveraging
data inputs, machine learning algorithms can make predictions.
These algorithms undergo training using labeled data, wherein
they are presented with examples of expected inputs and outputs
for the given task. Through this process, the machine learning
algorithm learns to identify patterns and correlations between
inputs and outputs, enabling it to make decisions on new
unlabeled data. Supervised learning is a specific type of machine
learning where algorithms learn from labeled data, encompassing
pairs of input and output, to make predictions on unseen data. In
supervised learning, the algorithm is trained on a dataset that
contains pre-determined input and output information, referred to
as features and targets respectively.
t
Credit card companies face the challenge of identifying
transactions that are not made by the card owner in real-time,
which can vary in nature, and the number of fraud cases is
typically low compared to non-fraudulent transactions, resulting
in class imbalance. However, machine learning models are well
suited for handling data with different classes. Evaluations
conducted in previous research [5-10] have demonstrated
improved results. These studies have performed various
experiments by utilizing deep learning techniques and
implementing data balancing methods to minimize false negative
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rates. Initially, a machine learning algorithm was applied to the
dataset, resulting in enhanced detection accuracy. Subsequently,
deep learning techniques, including a simple feed-forward neural
network architecture, were employed to further improve the
performance of fraud detection.

Literature

The literature review will cover the current state of credit card
fraud detection techniques, with a focus on machine learning-
based approaches.t

In [1], machine learning and deep learning algorithms were
applied and compared with traditional machine learning methods,
achieving improved accuracy, precision, and AUC curves. The
proposed approaches show promise for real-world credit card
fraud detection.

In a recent study, a novel technique is presented [2], which
demonstrates a highly effective strategy for fraud detection. The
results of this method surpass those of alternative algorithms,
exhibiting exceptional sensitivity of 99.6% and specificity of 99.8%
respectively.

The study by Kalid et al.t[3] focuses on anomaly detection in credit
card data, specifically addressing default payments and fraud as
the main anomalies. The researchers propose using a Multiple
Classifiers System (MCS) to deal with the challenges posed by
overlapping class samples and imbalanced class distribution. By
employing this combination strategy, the MCS approach
demonstrates accurate detection of credit card transaction
anomalies.

In the realm of credit card fraud detection within the e-commerce
domain, an insightful investigation was conducted in [4],
specifically addressing the application of transfer learning
techniques across different countries. The study compares and
evaluates fifteen distinct approaches, shedding light on the
significance of labeled samples within the target domain. In order
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to tackle this challenge effectively, the paper introduces an
ensemble solution that leverages self-supervised and semi-
supervised domain adaptation classifiers. This ensemble solution
not only demonstrates remarkable accuracy but also showcases
robustness when confronted with varying numbers of labeled
samples.

This study[5] utilizes credit card datasets from previous research
works to design and implement the MCS approach.The specific
characteristics of credit card data, along with the complexity of
learning algorithms, have contributed to the challenge of achieving
high anomaly detection rates. As a result, relying on single
classifiers alone may not yield satisfactory classification results.

This study[6] proposes behavior- and segmentation-based features
informed by financial expertise, providing cause-effect
relationships and accurate predictions. Time-inhomogeneity
influences data imbalance handling and requires careful
resampling techniques such as simple oversampling and GANs for
synthesizing fraudulent samples.t

Cui, Jipeng, Chungang Yan, and Cheng Wang in [7] through their
experiment concluded that traditional anomaly detection for
online banking fraud faces limitations in terms of limited historical
behavior data, heterogeneous attribute values, and highly skewed
transaction data. To address these challenges, a ReMEMBeR model
is proposed, approaching fraud detection by treating it as a
problem akin to a pseudo-recommender system. It leverages
collaborative filtering, embedding-based methods, and multi-
contextual behavior profiling to achieve superior performance
compared to benchmarks on all metrics.

This study[8] addresses the gap in understanding fraudulent card
transactions by constructing the largest dataset with 4B non-fraud
and 245K fraud transactions from 35 Turkish banks. Fraud
detection models based on profiling, encompassing card type,
transaction attributes, and amount-based approaches, are
introduced and their performance is evaluated. Temporal and
spatial analysis showcases the models' resilience against aging and
zero-day attacks.
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This article[9] focuses on enhancing the performance and stability
of fraud detection models by obtaining deep feature
representations using a novel loss function called full center loss
(FCL). Through extensive experiments on large credit card
transaction datasets, FCL demonstrates superior detection
performance and model stability compared to other state-of-the-art
loss functions

Dal Pozzolo et al.t[10] conducted an experiment in credit card
fraud detection and encountered various challenges due to
fraudsters constantly changing their strategies over time.

This research[11] utilizes a real-world credit card dataset to detect
fraud transactions. Three ML algorithms (RF, LR, and AdaBoost)
are employed, with Random Forest achieving the highest accuracy
and Mathews Correlation Coefficient (MCC) score. The ML web
application is built using the Streamlit framework.t

Carrasco and Sicilia-Urbán [12] investigated the benefits of deep
learning algorithms for credit card fraud detection. They found
that deep learning models excel in real-time fraud detection
compared to traditional rule-based systems, which often require
manual intervention and struggle to detect new types of fraud.
The study evaluated multiple deep learning neural networks to
measure their effectiveness in reducing false positives triggered by
fraud detection systems. The optimal setting achieved a significant
reduction in false positives, capturing 91.79% of fraudulent cases
with 35.16% fewer alerts. The cost efficiencies and improved
detection achieved through automation using deep learning
algorithms were highlighted.

Ileberi, Emmanuel, Yanxia Sun, and Zenghui Wang developed a
machine learning framework in [13] for fraud detection using real-
world imbalanced datasets. We employed SMOTE for dataset
resampling and evaluated various ML algorithms with
AdaBoost.tResults showed boosted models outperformed existing
methods.
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This paper[14] conducts a comprehensive experimental study on
imbalance classification solutions and machine learning
algorithms for fraud detection. Findings highlight the weaknesses
of current approaches, including high false alarm rates and
inaccurate detection, leading to increased fraud occurrences and
financial costs.

The work reported in [15] introduces an intelligent approach,
OLightGBM as a hyperparameter optimization algorithm. It
achieves exceptional performance with an accuracy, AUC,
precision and F1-Score of 98.40%, 92.88%, 97.34%, and 56.95%
respectively. t

This study[16] extensively examines techniques for detecting and
preventing cybercrimes. It explores the types of cybercrimes, their
threats to computer systems, strategies employed by
cybercriminals, and existing detection/prevention methods. The
study assesses the strengths, vulnerabilities, and offers
recommendations for developing an effective cybercrime detection
model. Cybercrimes encompass various illegal activities that target
computer systems or communication tools, utilizing them as
instruments or being closely associated with the prevalence of
technology.t

As estimated by Nilson in [17] in 2020, global fraud loss is
predicted to surpass $35 billion by 2025. Thus, there is an urgent
need for innovative methods to combat this issue. This research
focused on analyzing additionally t The Vesta Corporation has
provided the IEEE-CIS Fraud Detection Dataset for the study.
Instead of detecting fraudulent transactions, the study aimed to
predict fraudulent credit cards by employing a user separation
approach. The proposed model utilized CatBoost and Deep Neural
Network techniques for old and new users, respectively. The
paper also elaborated on techniques to enhance detection accuracy,
including addressing imbalanced datasets, feature transformation,
and engineering. Experimental results demonstrated the model's
effectiveness, with AUC scores of CatBoost is 0.97 and Deep
Neural Network is 0.84.
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In the study conducted by Pradhan et al. [18], an extensive
comparison of ML algorithms for credit card fraud detection was
carried out. The evaluated algorithms included ANN, RF, SVM,
DT, LR, Gaussian Naive Bayes, and K-NN. Notably, the results
revealed that the Artificial Neural Network algorithm
outperformed the others in accurately distinguishing between
fraudulent and non-fraudulent transactions, as evidenced by
metrics such as Recall, Accuracy, and Precision. This
comprehensive evaluation and comparison of algorithm
performance underscored the effectiveness of the ML approach in
tackling credit card fraud detection.

Singh et al.t[19] conducted a review study to identify commonly
used techniques for credit card fraud detection, assessing their
effectiveness and associated limitations or challenges. They
evaluated different algorithms and techniques, including DT, LR,
RF, SVM, NB, K-NN, and Gradient Boosting Classifier. The review
also highlighted recent advancements in the field and their
potential impact on credit card fraud detection.t

In [20], the focus is on the utilization of neural learning techniques
to tackle classification difficulties arising from unbalanced and
noisy data. To overcome the identified challenges, the study
proposes a methodology for generating additional training data
examples around noise densities. The authors argue that by doing
so, neural networks can achieve improved generalization
capabilities and enhanced control over classification errors.

In [21] they propose weight-tuning as a pre-processing step and
leverage CatBoost, XGBoost, and LightGBM algorithms to enhance
the voting mechanism. Additionally, deep learning is applied to
fine-tune hyperparameters, including the proposed weight-tuning
method. Real-world data experiments are conducted, evaluating
the performance using ROC-AUC and recall-precision metrics to
account for unbalanced datasets. LightGBM and XGBoost
demonstrate exceptional performance, delivering outstanding
results with a ROC-AUC score of 0.95. Moreover, they achieve a
commendable precision of 0.79, a recall of 0.80, an F1 score of 0.79,
and an MCC (Matthews correlation coefficient) of 0.79. These
findings highlight the impressive capabilities of both LightGBM
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and XGBoost in accurately predicting the target variable. Further
improvements are observed when using deep learning and
Bayesian optimization, yielding ROC-AUC = 0.94 surpassing state-
of-the-art methods.
The objective in [22] is to develop a method that generates test data
and effectively detects fraudulent transactions using this algorithm.
By employing genetic algorithms, the algorithmic approach
implicitly generates results by iteratively evolving potential
solutions. This research paper specifically investigates the
detection of credit card fraud, placing emphasis on evaluating the
algorithm's performance based on its principles and
methodologies

In the research paper [23], a pioneering approach leveraging deep
learning techniques is proposed to effectively identify fraudsters in
credit card transactions. The study centers around the utilization
of Kaggle's credit card dataset and introduces a specialized model
specifically designed to accurately classify transactions as
legitimate or fraudulent. This model, named OSCNN (Over
Sampling with Convolution Neural Network), combines over-
sampling preprocessing methods with a convolutional neural
network (CNN). Additionally, to ensure a thorough analysis, the
dataset is also evaluated using the MLP (Multi-layer perceptron)
algorithm for comparative evaluation.

In the research paper [24], they present the results of our
investigation into neural learning techniques aimed at tackling
classification issues associated with imbalanced and noisy data.

In the study [25], they tackle the challenge of imbalanced data by
implementing the synthetic minority oversampling technique
(SMOTE) to augment the number of fraudulent instances in the
dataset. To assess the efficacy of our model, we utilize precision,
recall, accuracy, and F1 score as evaluation metrics. Notably, when
considering a feature correlation threshold of 0.1, the SVM
classifier exhibits the highest recall score, achieving an impressive
88.55%. Furthermore, when integrating SMOTE into the approach,
the k-NN classifier demonstrates the highest F1 score and
precision. By employing various classifiers and effectively
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addressing the issue of imbalanced data through SMOTE, we
achieve promising results in terms of recall, precision, and F1 score.

In [26], the study reveal that in cases where the data is significantly
affected by these factors, re-sampling methods that specifically
target these challenges, such as NCR and our proposed SPIDER2,
exhibit superior performance compared to oversampling methods.
Importantly, these findings are consistent when applied to real-life
datasets as well, as visualizations using PCA (Principal
Component Analysis) indicate the existence of noisy examples and
substantial overlap between classes.

This research paper[27] aims to propose a novel method for
detecting fraud in streaming transaction data. The main goal is to
analyze the transaction history of customers and identify their
behavioral patterns. To achieve this, the customers are initially
grouped into clusters based on their transaction amounts. A
sliding window strategy is then utilized to aggregate transactions
from these different clusters, allowing for the extraction of
behavioral patterns within each group. Finally, distinct classifiers
are trained on these groups individually.

This paper [28] focuses on utilizing web frameworks to deploy ML
and DL models as local web services. It covers three key areas,
namely the implementation of web frameworks, hosting models as
web services, and the deployment process, enabling the
integration of machine learning models into web-based
applications.

This paper[30] aims to provide a comprehensive review of the
research development in learning from imbalanced data.
Furthermore, the study emphasize the significant opportunities,
challenges, and potential research avenues that can serve as
inspiration for future investigations in this field.t

In the research paper [31], we address the issue of class imbalance
in real-world classification tasks and object detection. Our study
introduces a deep neural network that incorporates cost sensitivity,
to enable robust feature representations for majority and minority
classes. Through extensive experimentation, we showcase the
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superior performance of our approach compared to baseline
algorithms. Moreover, we conduct evaluations comparing our
method to commonly employed data sampling techniques and
cost-sensitive classifiers, providing valuable insights into its
effectiveness. This work contributes to the field by offering an
effective solution for handling class imbalance and improving the
overall performance of credit card fraud detection systems.



15
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Chapter 3

METHODOLOGY

In this section, we provide details about the dataset considered for
this research work followed by proposed framework,
implementation and model training and testing. The data set we
employed was publicly released by the Machine Learning Group
where the study was done at Université Libre de Bruxelles. It has
been extensively used in academic research and for the
development of fraud detection algorithms, owing to its
availability and relevance.

SL.
NO

FEATURES DESCRIPTION

1 TIME Duration measured in seconds.
2 AMOUNT This feature denotes the transaction

amount.

3 V1, V2………. V28 These 28 columns correspond to the
principal components derived by
applying PCA.

4 CLASS This binary class feature categorizes
transactions into two distinct labels: 1
represents fraudulent transactions,
while 0 corresponds to non-fraudulent
transactions.

Table 1. Data representation.
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PROPOSED FRAMEWORK

Researchers are actively exploring this particular field i.e., Credit
Card Fraud Detection by investigating diverse algorithms and
approaches to enhance the effectiveness of detection methods.
Figure 1 illustrates a proposed framework highlighting different
steps and methods under evaluation. The study incorporated
several commonly utilized ML methods including LR, DT, RF,
Gradient Boosting Classifier, NB Classifier, and K-NN Classifier
are employed in these studies. These methods often utilize sample
training data that has been collected and organized into databases
by prominent research organizations (refer to Figure 1).

iiiiiiiiiiiiiiiiiiiiiiiiii

Figure 1.iProposed Model

Data Collection: The process involves gathering credit card
transaction data, specifically focusing on fraudulent and non-
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fraudulent transactions. The data is typically obtained from real-
world that isipublicly available datasets.

Table 2. Features of the Dataset

Data Preprocessing: This step involves preparing the collected
data for analysis. It includes tasks like data cleaning, handling
missing values, dealing with outliers, and ensuring data
consistency. Additionally, data normalization or scaling may be
applied to ensure fair treatment of different features. Data
preprocessing plays a crucial role in credit card fraud detection as
it ensures the integrity, accuracy, and suitability of the collected
data for machine learning algorithms. By employing data
preprocessing techniques, the fraud detection system can be fine-
tuned to effectively identify and prevent fraudulent activities,
thereby minimizing financial losses. This process also helps in
instilling trust and fostering customer loyalty by ensuring the
system's reliability and accuracy in detecting fraudulent
transactions.

1. Data cleaning: The process of identifying and removing
incomplete, incorrect, or irrelevant data points from the dataset
is known as data cleaning. This step is crucial as it ensures that
the machine learning algorithms can operate on reliable and
consistent data.
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2. Data normalization: This process involves scaling the data to
ensure that all features have a similar range of values.

from dominating the training process and to enhance the accuracy
of the model's predictions.

3. Data transformation: Data transformation focuses on
converting categorical data into numerical representations or
suitable forms for applying ML algorithms.

4. Feature selection: It is the process of choosing the most
relevant features that are highly informative for the machine
learning algorithms. By selecting the most meaningful features,
the model's accuracy is improved, and the dimensionality of
the dataset can be reduced, resulting in better computational
efficiency.

Figure 2. Graphical Distribution of Transaction Amounts

Feature Engineering: In this phase, relevant features are extracted
or constructed from the available data. It involves techniques such
as dimensionality reduction, transforming variables, creating
new features based on domain knowledge, or incorporating
external data sources.
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iiiiiiiiiii

Figure 3. Applying Feature Engineering in the given data.

Model Selection: Various ML models are explored to identify the
most suitable algorithm for fraudulent activity detection in credit
card. The classification algorithms employed in this study include
LR, DT, RF, Gradient Boosting Classifier, NB Classifier, and K-NN
selection is based on factors like model performance,
interpretability, computational efficiency, and specific
requirements of the problem.

Evaluation: The selected model is evaluated using the formance
metrics such as accuracy, precision, recall, F1-score, and AUC.
Cross-validation or train-test splits are employed to assess the
model's generalization ability and mitigate overfitting. The
model's performance is compared with the earlier models
available in the literature.

Implementation and Model Training

Logistic Regression

Logistic regression is a widely used statistical technique in credit
card fraud detection. It is a supervised learning algorithm that is
commonly employed to classify data into two classes: fraud and
non-fraud. In contrast to linear regression, which predicts
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continuous numerical values, logistic regression is utilized to
estimate the probability of an event taking place. In credit card
fraud detection, logistic regressioniidentifies suspicious
transactions and flag them as potential fraud. The performance is
presented in the below table.

Figure 4.iLogistic Regression Confusion matrix

Model Precision score Recall Score Accuracy Score
Logistic Regression 0.936363 0.892157 0.934010

Table 3: LR Score

Decision Tree

Decision trees are widely employed in credit card fraud detection
due to their capability to handle categorical and numerical data
effectively. Additionally, decision trees offer interpretable
outcomes, further contributing to their popularity in this domain.
Decision trees create a hierarchical structure of decision rules
using the featuresiin the dataset, allowing for efficient fraud
classification. The performance metrices is presented in the below
table.

Model Precision Score Recall Score Accuracy Score
Decision Tree 0.956731 0.911764 0.954315

Table 4: DT Score
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s

Figure 5. Decision Tree Confusion Matrix

Random Forest

Random Forest is widely recognized as a favored machine
learning algorithm in credit card fraud detection, primarily
attributed to its proficiency in effectively handling high-
dimensional data. Moreover, Random Forest excels in capturing
intricate relationships within the data and delivering robust
predictions, further enhancing its appeal in this domain. It
combines multiple decision trees to improve the overall
performance and generalization of the model. The performance is
presented in the below table.

Model Precision Score Recall Score Accuracy Score
Random Forest 0.936363 0.892157 0.934010

Table 5: RF score
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Figure 6. Random Forest Confusion Matrix

Support Vector Machines (SVM)

SVM is a highly potent machine learning algorithm commonly
employed in credit card fraud detection. Its effectiveness stems
from its capability to effectively handle high-dimensional data and
handle class imbalance. SVMs are particularly effective when the
data is not linearly separable and when the focus is on identifying
the boundary between fraud and non-fraud cases. The model's
performance is presented in Table 5.

Model Precision Score Recall Score Accuracy Score
SVM 0.918608 0.911765 0.918782

Table 6: SVM score

Figure 7. SVC Confusion Matrix
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K-NEAREST NEIGHBORS CLASSIFIER

K-NN is a popular machine learning algorithm utilized in credit
card fraud detection. It is favored for its simplicity and
effectiveness in handling non-linear data. KNN classifies new
instances based on the majority class observed among their
neighboring data points.Here's an explanation of how KNN is
used in credit card fraud detection:

Data Collection: Historical transaction data of a credit cardiis
collected, which includes theifeatures such as location, transaction
amount merchant type, and cardholder information and time. The
dataset is labeled as fraud or non-fraud based on known
fraudulent activity.

Data Preprocessing: To prepare the collected data for constructing
a KNN model, several preprocessing steps are undertaken. These
steps involve addressing missing values, handling outliers, and
normalizing numerical features. These actions are crucial to ensure
that the data is appropriately formatted and ready for utilization
in the KNN model.

Feature Selection/Extraction: Relevant features that are most
informative for fraud detection are selected or extracted. To
identify the most relevant features, various techniques can be
applied, such as correlation analysis, feature importance analysis,
or dimensionality reduction methods. These techniques help in
determining which features have a strong correlation with the
target variable, which features contribute significantly to the
predictive power of the model, or which features can be reduced
or combined to reduce dimensionality without losing important
information. By employing these methods, the most relevant
features can be identified and selected for further analysis or
model development.

Model Training: The KNN algorithm does not require explicit
training. Instead, it stores the entire training dataset as the model
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itself. The algorithm simply memorizes the training instances and
their corresponding class labels.

Distance Metric Selection: To assess the similarity between
instances, it is necessary to choose an appropriate distance metric,
such as Euclidean distance or Manhattan distance. These distance
metrics serve as measures to quantify the dissimilarity or
similarity between data points in the dataset. By selecting a
suitable distance metric, we can effectively evaluate the proximity
between instances in the context of the KNN model. This choice is
crucial in accurately determining the nearest neighbors for a given
instance during the prediction process.

Model Evaluation: Evaluate the KNN model using a validation set
or through cross-validation. Calculate metrics such as accuracy,
precision, recall, and F1-score to assess the model's performance in
fraud detection.

Model Deployment: If the KNN model demonstrates satisfactory
performance, it can be deployed in a real-time credit card fraud
detection system. New incoming credit card transactions can be
classified as fraud or non-fraud based on the majority class label of
their K nearest neighbors.

Regular Model Updates: Credit card fraud patterns evolve over
time, so it is crucial to regularly update and retrain the KNN
model with new labeled data. This helps the model adapt to
changing fraud patterns and maintain its effectiveness. Evaluate
the KNN model using performance matrices, which is presented in
the below table.

Model Precision Score Recall Score Accuracy Score
KNN 0.942184 0.940815 i0.939086

Table 7: KNN Score
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Figure 8.iK-Nearest Neighbors Confusion Matrix

GRADIET BOOSTING

Gradient Boosting is a highly effective machine learning technique
utilized in the field of fraud detection . It is renowned for its remarkable
capability to effectively handle intricate patterns, address the issue of
class imbalance, and deliver exceptional predictive accuracy. It combines
weak predictive models, typically decision trees, into an ensemble model
that makes accurate predictions by iteratively correcting the mistakes of
the previous models. The performance metrics is presented in the below
table.

Model Precision score Recall Score Accuracy Score
Gradient Boosting 0.949340 0.931373 0.949239

Table: 8 GB Score
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Figure 9. GradientBoosting Classifier Confusion Matrix

Naive Bayes

Due to its effectiveness in handling high-dimensional data,
computational efficiency, and simplicity, Naive Bayes is a
commonly employed algorithm in credit card fraud detection. It
has gained widespread usage in this domain. It relies on Bayes'
theorem to calculate the probability of an event happening,
considering the probabilities of related events. Here's an
explanation of how Naive Bayes is used in credit card fraud
detection:

Data Collection: Data from past credit card transactions is
gathered, comprising various features likeimerchant type, and
cardholder information, transaction amount, location and time.
The dataset is labeled as fraud or non-fraud based on known
fraudulent activity.

Data Preprocessing: The collected data is further preprocessed by
dealing with the missing values, the outliers and normalizing
numerical features. This step ensures that the data is appropriately
prepared and structured to create a Naive Bayes model.

Feature Selection/Extraction: Relevant features that are most
informative for fraud detection are selected or extracted. Various
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techniques can be utilized to determine the most significant
features, including correlation analysis, feature importance
analysis, or dimensionality reduction methods. Handling Class
Imbalance: Credit card fraud cases are typically rare events,
resulting in class imbalance in the data.q

Model Training: The Naive Bayes algorithm learns the
probabilities of different features given each class (fraud or non-
fraud) based on the training data. The algorithm makes the
assumption that all features are conditionally independent of each
other when considering the class label. This simplifying
assumption, known as the "naive" assumption, enables efficient
computations.

Probability Estimation: For a new credit card transaction, Naive
Bayes calculates the probability of it belonging to each class (fraud
or non-fraud) based on the learned probabilities from the training
data. By leveraging Bayes' theorem, the Naive Bayes algorithm
computes probabilities by multiplying the prior probability of a
class with the conditional probabilities of each feature given that
class.

Classification: Naive Bayes assigns the new transaction to the class
with the highest probability. If the probability of fraud is higher
than a predefined threshold, the transaction is classified as fraud;
otherwise, it is classified as non-fraud.

Model evaluation: To evaluate the Naive Bayes model in fraud
detection, The model can be evaluated either by using a validation
set or through cross-validation. Performance metrics, including
accuracy, precision, recall, and F1-score, can be computed to gauge
the efficacy of the model.

Model Deployment: If the Naive Bayes model demonstrates
satisfactory performance, it can be deployed in a real-timeifraud
detection system. New incoming transactions can be classified as
fraud or non-fraud based on the model's probability estimates.

Regular Model Updates: Credit card fraud patterns evolve over
time, so it is crucial to regularly update and retrain the Naive
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Bayes model with new labeled data. This helps the model adapt to
changing fraud patterns and maintain its effectiveness. The
performance metrics is presented in the below table.

Model Precision score Recall Score Accuracy Score
Naive Bayes 0.933697 0.931011 0.949239

Table 9: NB Score

Figure 10. Gaussian NB Confusion Matrix

Deep Learning Model

Feed Forward Neural Network

The feedforward neural network model described here is
commonly used for binary classification tasks. It consists of three
dense layers: an input layer with 30 units. Consider a neural
network architecture with 30 input features. The network consists
of two hidden layers, the first one having 32 units and the second
one having 16 units. The output layer contains a single unit and
utilizes the sigmoid activation function.

It is crucial to mention that the input data should be preprocessed
adequately before training the particular model, including steps
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like scaling and handling missing values, before feeding it to the
model.

Please note that the architecture assumes 30 input features, but
you can modify it based on the specific requirements of your
dataset. Additionally, you may need to adjust the
hyperparameters for instance, one should consider factors like the
hidden layers (the number of layers) and the number of units
present in each layer, the activation functions, the optimizer, and
the loss function based on your specific problem and data
characteristics.

Model Training
Score

Test score Precision
Score

Recall Score Accuracy
Score

Feed
Forward
Neural
Nework

0.99965 0.99942 0.83720 0.76470 0.99942

Table 10: NN Score
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Chapter 4

RESULTS AND DISCUSSIONS

Our study involved evaluating various machine learning models
using a dataset consisting of 284,807 credit card transactions.
Within this dataset, there were 492 transactions labeled as
fraudulent, making up 0.172% of the total and representing the
positive class. The implementation of all experiments was carried
out using the sci-kit-learn package. Our research primarily aimed
to determine the optimal model for detecting credit card fraud. By
conducting experiments, our objective was to showcase the
efficacy of different machine learning techniques specifically
applied to this field. Additionally, we examined the impact of data
pre-processing techniques on the models' performance.

We found that the Decision Tree Model achieved the highest score
across four criteria: Precision, Recall, and Accuracy Score.t
Generally, higher values for Precision, Recall, and Accuracy Score
indicate better performance. In summary, our study compared the
performance of different ML models to determine the most
effective approach.
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Figure 11. Relation between features

Experimental Results

The outcomes obtained through our experimental results by
applying different ML techniques are presented in the below table
based on the evaluation matrices.

SL
NO

MODEL
TRAIN
SCORE

TEST
SCORE

PRECISION
SCORE

RECALL
SCORE

ACCURACY
SCORE

1
GradientBoosting
Classifier

100.00 94.92 0.949340 0.931373 0.949239

2 Decision Tree 98.09 91.37 0.956731 0.911765 0.954315

3 Random Forest 96.32 94.42 0.936363 0.892157 0.934010

4
KN-Neighbors
Classifier

94.03 93.91 0.942184 0.940815 0.939086

5
Logistic
Regression

93.65 93.40 0.936363 0.892157 0.934010

6
Naive Bayes
classifier

91.61 92.89 0.933697 0.931011 0.949239

7 SVM 62.90 58.38 0.918608 0.911765 0.918782

8
Feed forward
Neural network

99.6 99.9 0.837209 0.7941176 0.99942

Table 11: Comparisons of different algorithms
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The experimental results in credit card fraud detection involve
comparing different algorithms or variations of the same
algorithm to determine their respective performance in terms of
accuracy and other evaluation metrics. These results often include
visualizations like ROC curves or precision-recall curves, which
illustrate the trade-off between true positive rate and false positive
rate, or precision and recall. These visualizations help in
evaluating the models' overall performance across various
thresholds.

The experimental results provide valuable insights into the
performance, strengths, and limitations of the applied techniques
in credit card fraud detection. They serve as a guide for
researchers and practitioners in making informed decisions about
the most effective approaches for detecting and mitigating credit
card fraud. By analyzing the results, they can identify the
algorithms or techniques that yield better accuracy and choose the
ones that align with their specific requirements and constraints.

Pros and Cons of Machine Learning Algorithms

ALGORITHM PROS CONS

GRADIENT BOOSTING
CLASSIFIER

 High accuracy
 It handles missing

data and outliers.
 Can handle both

numerical and
categorical data.

 Provides feature
importance scores.

 Slow training time and
high computational
requirements.

 Sensitive to
overfitting.

 Difficult to interpret
the model.

DECISION TREE  Easy to understand
and interpret.

 Fast training time and
low computational
requirements.

 It can work with
numerical as well as
categorical data.

 It can handle missing
values.

 Prone to overfitting.
 Unstable in case of

small variations.
 Can create biased

trees if the data is
imbalanced.

RANDOM FOREST  High accuracy  Slow training time and
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 Can handle missing
data and outliers.

 Reduces overfitting
by combining
multiple decision
trees.

 Provides feature
importance scores.

high computational
requirements.

 Difficult to interpret
the model.

KN-NEIGHBORS
CLASSIFIER

 Simple and easy to
implement.

 Non-parametric
 It can work with

numerical as well as
categorical data.

 Slow prediction time
 Sensitive noisy data.
 careful selection of k

value is required.

LOGISTIC REGRESSION  Simple
 Provides probabilistic

predictions and can
handle imbalanced
data.

 Interpretable
coefficients.

 It presents a linear
relationship

 Cannot handle
nonlinear
relationships or
interactions between
features.

 Requires careful
feature selection and
data preprocessing.

NAIVE BAYES CLASSIFIER  Simple
 Fast training and

prediction time.
 Can handle a large

number of features
and high-dimensional
data.

 Robust to irrelevant
features.

 Assumes features as if
they are independent.

 Can’t model complex
relationships.

SVM  Effective in case of
high-dimension
feature space.

 Capable in handling
non-linear
relationships.

 SVMs can be
computationally
expensive.

 Difficult to interpret.

 Sensitivity to
parameter tuning.
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SVMs are less sensitive to
outliers compared to
some other algorithms.

 Lack of probability
estimates.

FEED FORWARD
NEURAL NETWORK

 Can capture complex
non-linear
relationships in the
data.

 It can work with
numerical as well as
categorical features.

 Can identify complex
patterns involving
multiple features and
interactions.

 computationally
expensive, especially
for large networks or
datasets

 prone to overfitting

Table 12. Pros and cons of the Algorithms
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Chapter 5

Conclusion and Future Work

In summary, the detection of credit card fraud presents a
substantial challenge, emphasizing the utmost importance of
effectively identifying and preventing fraudulent transactions to
minimize financial losses. The application of machine learning has
gained prominence as an approach to credit card fraud detection
due to its capability to analyze large volumes of data and uncover
patterns indicative of fraudulent behavior. The primary focus of
this study was to assess the efficacy of different machine learning
techniques in detecting credit card fraud. Through rigorous
evaluation, we have identified the most effective approach for
detecting and combating fraudulent activities. Moreover, the study
has shed light on the impact of deep learning techniques and
assessed the performance of different models. Overall, the findings
of this study underscore the potential of machine learning in credit
card fraud detection and offer valuable insights into the most
effective strategies for identifying fraudulent activity.

Furthermore, there is a need to explore advanced anomaly
detection algorithms and techniques that can effectively identify
previously unseen and evolving fraud patterns. Anomaly
detection methods that possess the ability to adapt and learn from
new data patterns without relying on manual rule-based updates
would be particularly valuable. This would facilitate the detection
of emerging fraud patterns and enable proactive measures to
counteract fraud.
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In addition, integrating multiple data sources and types, such as
transaction data, user behaviour data, and contextual information,
holds promise in improving the overall effectiveness of credit card
fraud detection. Techniques like data fusion and feature
engineering can be employed to combine and extract meaningful
insights from diverse data sources, thereby enhancing fraud
detection performance.

Lastly, developing methods that enable a better understanding
and interpretation of the decision-making process employed by
complex models, such as deep learning architectures, would foster
trust and confidence in the generated predictions. This would
allow human experts to validate the model's findings and
potentially uncover new insights into fraudulent behaviour.

In conclusion, this work highlights the potential of ML in
addressing fraudulent activities. By continually advancing and
refining the application of machine learning techniques, it is
possible to enrich fraud detection capabilities, minimize financial
losses, and improve overall security in the credit card industry.
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ABSTRACT 
 

 

Product recommendation in E-commerce platforms poses a challenge due to the 

similarity of displayed recommendations and user preferences. To address this, we 

propose a novel approach using transformers and a multimodal attention strategy 

to enhance the precision of product recommendations. In this study, we propose a 

method for a product recommendation that utilizes image and text vectors. These 

vectors, along with metadata and user information, are concatenated and stored in a 

database. Through a transformers encoder, we generate context vectors to capture 

the relationships between the visual and textual components. Subsequently, the 

initial data is retrieved from the database and processed by a Multilayer Perceptron. 

By applying the softmax function, we generate product recommendations based on 

user preferences and context vectors. Our approach aims to enhance the accuracy 

and relevance of product suggestions in a personalized manner. 
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Chapter 1 

INTRODUCTION 

 

 
1.1 Motivation 

The internet has brought forth numerous multimedia online services, including fash- 

ion recommendations, music recommendations, and more. This has led to the de- 

velopment and application of multimodal recommender systems (MRS) due to the 

progress in multimodal research.MRS is capable of effectively managing and utilizing 

diverse modalities of information that are intrinsic to multimedia services. 

Additionally, MRS has the ability to leverage rich multimodal information of 

items to address the challenges of data sparsity and cold start commonly encountered 

in recommender systems. While traditional recommender systems primarily rely 

on collaborative or side information, which includes item identifiers and tabular 

features, MRS emphasizes the importance of multimodal features such as images, 

audio, and text. To simplify, we define MRS as a recommender system that utilizes 

multimodal features for item recommendations. There is a growing interest in MRS 

among researchers, highlighting the urgent need for a comprehensive review that 

surveys and categorizes these systems. While a previous review has made progress 

in organizing the research based on different modalities in real applications. 

our survey takes a different approach by categorizing the techniques employed in 

MRS. Furthermore, we aim to include recent works to provide readers with insights 

into the latest advancements in this field. In the following section, we will present 
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the general procedures and our challenge to enhance the readability of the survey. 
 

 

1.2 Explaining Recommender System 

Intelligent agents [1], have been suggested as a solution for efficiently sifting through 

vast amounts of information and providing personalized recommendations to indi- 

vidual users. Recommender systems play a pivotal role in suggesting relevant items 

to users based on their unique profiles. By gathering user ratings and constructing 

user profiles, recommender systems enable a personalized recommendation experi- 

ence. User ratings can be provided explicitly or inferred implicitly from the user’s 

actions. In platforms like Movie Lens [2], users rate movies using a five-point scale. 

Alternatively, intelligent agents like Letizia [3], make use of heuristics to deduce a 

user’s ratings for web pages based on their behavior. For instance, a brief visit to a 

page might indicate dislike, while saving a page suggests liking. Once an intelligent 

agent has gathered sufficient feedback from the user, it can generate personalized 

recommendations accordingly. Two fundamental approaches have arisen for the 

purpose of making recommendations: Content-based Recommender Systems and 

Collaborative Recommender Systems. In particular, Recommender systems have 

played a significant role in providing personalized recommendations by utilizing 

these two approaches. 

In the recommendation process, there are three key components: 

i. Background data refers to the information already available to the system prior 

to initiating the recommendation process. 

ii. Input data, which is the information that the user needs to provide to the system 

for generating a recommendation. 

iii. An algorithm that integrates the background and input data to generate relevant 

suggestions. 

 

1.3 Literature Survey 

By analyzing the input items of MRS, we have identified the unified procedures. 

These procedures encompass Raw Feature Extracting, Feature Interaction, 

and Recommendation. To provide a clear illustration, let’s consider the example 
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of a movie recommendation. 

Raw Feature Extracting involves processing the features of each movie, which 

can be categorized into tabular features and multimodal features. Tabular features 

are handled using embedding layers, similar to standard content-based recommen- 

dation systems [4]. On the other hand, multimodal features, such as the poster 

image and textual introduction, are fed into specific modality encoders for further 

processing. The modality encoders are versatile architectures employed in various 

domains, like ViT [5] for images and Bert for texts. These encoders extract repre- 

sentations, enabling us to obtain the respective representations vf vimage and vtext 

and for each item, encompassing tabular, image, and text. 

Feature Interaction plays a crucial role in our approach. While we obtain rep- 

resentations for different modalities vf , vimage, and vtext for each item, these rep- 

resentations exist in separate semantic spaces. Additionally, users exhibit diverse 

preferences for modalities. To address this, our MRF (Multimodal Representation 

Fusion) technique aims to combine and interact with multimodal representations. 

This fusion process enables us to obtain item and user representations, which hold 

significant importance for recommendation models. 

Recommendation Following the second step, we acquire the representations of 

the user and item, referred to as vu and vi. Conventional recommendation models, 

such as MF, utilize these representations to generate recommendation probabilities. 

Nevertheless, the issue of data sparsity often hampers the performance of recommen- 

dations. To address this challenge, numerous researchers have suggested augmenting 

the representations by integrating multimodal information. 

 

1.4 Challenges: 

Based on the aforementioned procedures, we have identified three key challenges 

Challenge 1: Integrating modality features from different semantic spaces and de- 

termining preferences for each modality. 

Challenge 2: Obtaining comprehensive representations for recommendation models 

when dealing with data sparsity. 

Challenge 3:  Optimizing lightweight recommendation models and parameterized 
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Table 1.1: Category for Multimodal Recommender Systems 
 

Applications Model Feature Interaction Feature Enhancement 

General 6 Coarse-grained Attention CL 

 7 Coarse-grained Attention None 

 8,9 User-item Graph + Fine-gained Attention None 

 10 User-item Graph CL 

 11 Item-item Graph CL 

 12 Item-item Graph + Fine-gained Attention None 

 13,14 Knowledge Graph CL 

 15 Knowledge Graph + Fine-gained Attention None 

 16,17 MLP / Concat DRL 

 18 Knowledge Graph + Filtration (graph) None 

 19,20 Item-item Graph None 

Video 21,22 Fine-gained Attention None 

 23 Fine-gained Attention None 

 24 User-item Graph CL 

 25 Knowledge Graph + Fine-gained Attention None 

 26 User-item Graph None 

Fashion 27,28,29 Item-item Graph CL 

 30 Fine-gained Attention None 

 31 Fine-gained Attention CL 

News 32 Combined Attention None 

 33 Fine-gained Attention None 

Restaurant 34,35 MLP/Concat None 

 
modality encoders. Recent studies have made significant progress in addressing 

these three challenges and have proposed efficient techniques to tackle them..To or- 

ganize these advancements, we can categorize them into three challenges: 

Feature Interaction, Feature Enhancement, and Model Optimization. 

The first challenge 1, Feature Interaction, primarily focuses on Challenge 1 by em- 

ploying techniques such as Graph Neural Networks (GNN) and attention mecha- 
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nisms to fuse and capture different modality features. these works primarily target 

the second procedure within the MRS. In the domain of feature enhancement re- 

search, recent studies have proposed innovative approaches such as contrastive learn- 

ing and disentangled learning. These techniques aim to enhance the representations 

of both items and users, particularly when limited data is available. This addresses 

Challenge 2, in the context of MRS. It is important to highlight that these works are 

closely intertwined with the recommendation procedure within MRS.To tackle Chal- 

lenge 3, research in model optimization focuses on designing efficient methods for 

training lightweight recommendation models and parameterized modality encoders. 

These efforts span the entire process of MRS. Notably, our work is the first to sys- 

tematically organize MRS research in this technical manner. We have summarized 

the existing works based on their respective categories, as presented in Table 1. 

 

1.5 Brief Description of Work 

Our objective is to create a group recommender system capable of suggesting movies 

to a group of users. Our proposed model leverages a rule learning algorithm, specifi- 

cally based on the RIPPER [36] rule learner, to acquire rules from the users’ viewing 

history. Additionally, we employ a method known as the Repeat Combined Rule 

Strategy, which draws inspiration from social choice theory strategies, to generate 

group ratings. The system follows the following sequential steps: 

To gather feedback, we collect user input on their viewing history over a period of 

a few weeks. Utilizing this feedback, We employ the Decision List Rule Learner on 

the MovieLens dataset to generate a RuleBase specific to each user. 

Once the RuleBase is acquired, we classify newly arrived movies accordingly. 

Following the classification, we assign weights to each user within the group and 

apply the Recombined Combined Rule Strategy to generate recommended movies 

for the entire group of users. 

Finally, the individual user or group of users is provided with personalized rec- 

ommendations, along with an explanation of the underlying reasoning behind the 

recommendations. 
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1.6 Organization of Thesis 

This thesis is structured as follows: Chapter 2 provides a brief overview of collab- 

orative and content-based approaches. Chapter 3 discusses recent advancements in 

group recommender systems. Chapter 4 presents the proposed methods for group 

recommender systems. Chapter 5 presents the experimental results. Finally, the 

thesis concludes with a summary, bibliography, and screenshots showcasing the im- 

plemented program. 
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Chapter 2 

Recommender System 

 

 
Recommender systems play a vital role in assisting users with decision- 

making when navigating vast information spaces. These software appli- 

cations recommend items to users based on their expressed preferences, 

whether explicitly or implicitly. As the volume and complexity of infor- 

mation on the web continue to grow, recommender systems have become 

indispensable tools for users engaging in various information-seeking or 

e-commerce activities. The recommender system serves as a solution to 

combat information overload by presenting users with the most captivat- 

ing items while offering novelty, surprise, and relevance. There are two 

main types of recommender systems: 

Collaborative Filtering Recommender Systems 

Content-Based Recommender Systems. 

 

2.1 Collaborative Filtering Recommender Systems 

Collaborative Filtering Recommender Systems rely on a database that contains users 

and their respective ratings for a wide range of items they have encountered. The 

user seeking recommendations, referred to as the active user, can receive item sug- 

gestions by searching the database for other users who are similar to them. Rec- 

ommendations are then made based on the preferences and choices of those similar 
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users. consider a scenario where there are six users, each with their own profiles 

containing items labeled as A, B, C, . . . Z, along with corresponding ratings. When 

it comes to the active user seeking recommendations, similar users are identified 

based on correlation matching. In the depicted figure, two users are found to be 

similar. Among these two users, one individual has given a rating of 8 for item C. 

As a result, the collaborative method recommends item C to the active user. 

 

2.1.1 Methods Used in Collaborative Recommender Sys- 

tems 

Nearest neighborhood classification: This approach is straightforward and in- 

volves a user database that stores ratings given by users for various items. The active 

user, who seeks recommendations, is the focal point. To provide recommendations 

to the active user using this method, it identifies similar users through the near- 

est neighbor or k-similar users using the k-nearest neighborhood algorithm from 

the database. To determine similarity, the method employs the use of Euclidean 

distance. This distance metric helps assess the resemblance between users. Conse- 

quently, the items recommended by these similar users are then suggested to the 

active user. For instance, we can illustrate a database comprising three users: U1, 

U2, and U3, along with four movies: Dasara, Pushpa, Bahubali, and Krishna. The 

ratings for these movies can be represented as a vector with four entries. 

RatingV ector =< RDasara, RPushpa, RBahubali, RKrishna >. Here, RDasara 

represents the rating for the movie Dasara, RPushpa represents the rating for the 

movie Pushpa, RBahubali represents the rating for the movie Bahubali, and RKr- 

ishna represents the rating for the movie Krishna. U 1 =< 10, 3, 9, > U 2 =<, 9, 6, 2 > 

U 3 =< 1, 7, , 3 > Consider an active user whose rating vector is as U 4 =< 9, , , >, 

When computing the Euclidean distance between the active user and the other three 

users, it is evident that user U1 exhibits similarity to the active user. Notably, user 

U1 has assigned a rating of 9 to the movie Bahubali. As a result, the movie Bahubali 

will be recommended to the active user. Pearson correlation: In statistical anal- 

ysis, correlation serves as an indicator of the magnitude and direction of a linear 

association between two random variables. The widely adopted measure of corre- 

lation is the Pearson Product Moment Correlation, commonly known as Pearson’s 
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correlation. The formula for calculating Pearson correlation is as follows: Pearson 

correlation between user a and user 

u = CoV ariance(ra, ru)/σra, σru 

Here σ is the standard deviation. Covariance and standard deviation are calculated 

as follows: Σm (ra,i − r) (ru,i − r)
 

 
Here, 

Covariance(ra, ru) =  i=1 a u 
m 

 
Σm  ra,i 

 

ra =  i=1  

m 
and standard deviation is calculated as 

rΣm
 

 
 

 
(rx,i − rx)2 

σrx =  i=1  

m 

The Pearson correlation can be employed to identify similar users to the active 

user. By utilizing this correlation measure, we can determine the users who exhibit 

similar preferences and tastes. Consequently, we can recommend items that have 

been favored by similar users to the active user. 

 

2.1.2 Problems with Collaborative Filtering: 

Cold Start: Sufficient user data is necessary for the user database to find suitable 

matches. Without an adequate number of users, the recommender system may 

struggle to provide recommendations. 

First Rater: The system cannot recommend an item that has not been rated 

before. This implies that if an item is new or has not received any previous ratings 

from other users, the recommender system will be unable to suggest that particular 

item. Popularity Bias: The recommender system may exhibit a bias toward rec- 

ommending popular items, which can be problematic when catering to users with 

unique tastes. Since recommendations are often influenced by other user profiles, 

which tend to favor popular items, individuals with distinct preferences may not 

receive suitable recommendations. 
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2.2 Content Based Recommender Systems 

In the content-based approach, recommendations are formulated by analyzing the 

characteristics and features of items, rather than relying on the opinions of other 

users. This approach employs machine learning algorithms to create a user pro- 

file by learning from training examples that provide a detailed description of item 

features. Using the learned user profile, items that align with the profile are recom- 

mended to the active user. Let’s take the LIBRA system used by Amazon for book 

recommendations as an example. The system collects rated examples from Amazon 

pages, which serve as training data. Through a machine learning algorithm, the 

system learns the user profile based on these training examples. When it comes to 

recommending books to an active user, the system utilizes the learned user profile. 

The books that align with the user profile are then recommended to the active user. 

 

2.2.1 Methods Used in Content-based Recommender Sys- 

tems 

Naive Bayes Classifier: The naive Bayes classifier is a practical Bayesian learning 

method that is widely used. It is applicable in learning tasks where each instance 

(denoted as x) is described by a combination of attribute values. The target function 

(denoted as f(x)) in these tasks can have any value from a finite set V.In the naive 

Bayes classifier, a set of training examples is given, where each example provides 

information about the target function. When a new instance is presented, described 

by a tuple of attribute values < a1, a2, a3, . . . , an >, the classifier’s task is to predict 

this instance’s target value or classification. The naive Bayes classifier makes the 

simplifying assumption that the attribute values are conditionally independent given 

the target value. In simpler terms, the naive Bayes classifier assumes that the prob- 

ability of observing a particular combination of attribute values (a1, a2, a3, . . . , an) 

given the target value is equal to the product of the probabilities of each individual 

attribute occurring. 

 

P (a1, a2, a3 . . . , an|vj) = ΠjP (ai|vj) 
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VN,B = argmaxvjϵV P (VJ )ΠP (ai|vj) 

For example, Let us consider three documents. D1 = cat, dog, fly, cow → yes 

D2 = crow, strow, fly, zebra → no D3 = cat, dog, zoom, flex → yes Consider an 

instanceD4 = cat, zoom, fly, dog. To classify this instance using the naive Bayes 

classifier, we calculate the probabilities. There are a total of nine words in the in- 

stance. The number of unique words in the ”yes” class is six, and the number of 

unique words in the ”no” class is four. P (cat|yes) = 2/6 

P (cat|no)  =  ϵ 

P (zoom|yes) = 1/6 

P (zoom|no) = ϵ 

P (fly|yes) = 1/6 

P (fly|no) = 1/4 

P (dog|yes) = 2/6 

P (dog|no) = ϵ And, 

P (yes|D4) = P (cat|yes) ∗ P (zoom|yes) ∗ P (fly|yes) ∗ P (dog|yes) 

= 2/6 ∗ 1/6 ∗ 2/6 

= 0.003 

P (no|D4) = P (cat|no) ∗ P (zoom|no) ∗ P (fly|no) ∗ P (dog|no) 

= ϵ ∗ ϵ ∗ 1/4 ∗ ϵ 

= 1.6 ∗ 10 − 4 

where ϵ = 0.1 

Here P (yes|D4) > P (no|D4),, therefore, classification for the given example is yes. 

Decision tree rule learner:The decision tree construction process in Quinlan’s 

C4.5 rule learner is based on an information-theoretic approach using entropy. It 

follows a top-down, divide-and-conquer strategy. The algorithm starts by selecting 

an attribute and divides the training set into subsets based on the possible attribute 

values. This process is recursively applied to each subset until no subset contains 

objects from more than one class. This approach allows C4.5 to construct a deci- 

sion tree that effectively classifies instances based on the given attributes.When the 

training data has a structured format, rule-based recommendation systems tend to 

perform better. In the case of a movie recommender system, where movie informa- 
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tion such as director, hero, etc., is related and structured, rule-based approaches can 

be effective. A commonly used rule learner for structured data is the decision tree 

rule learner. It learns a decision tree based on the provided training examples, which 

can then be used to generate a set of rules for classification purposes. By applying 

these rules, we can classify and recommend items. For instance, let’s consider the 

structured data: 

Director = Rajamouli  and  Hero = Chiranjeevi → like 

T itle = policeacademy → notlike 
By utilizing the decision tree, we can classify movies and determine whether a spe- 

cific movie is recommendable or not based on the classification. 



13  

 
Chapter 3 

 
Working of Multimodal 

Recommendation System 

 
 

 

 
3.1 Feature Interaction 

The utilization of multimodal data, which encompasses different modalities of de- 

scriptive information, is crucial in the recommendation task due to their sparsity and 

existence in separate semantic spaces. Feature interaction plays a significant role 

in transforming the feature space nonlinearly into a shared space, thereby improv- 

ing the performance and generalization of the recommendation model. To facilitate 

this, we classify feature interactions into three types: Bridge, Fusion, and Filtra- 

tion. These techniques enable interactions from multiple perspectives and can be 

simultaneously applied to a single MRS model. 

 

3.2 Bridge 

In the context of multimodal recommendation systems (MRS), the concept of Bridge 

involves establishing a channel for transferring multimodal information. Its focus lies 

in capturing the interrelationships between users and items by considering the di- 

verse modalities of information. Unlike traditional recommendation systems, where 

items typically lack multimedia information, multimedia recommendations leverage 
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the rich multimedia content associated with items. Early approaches often em- 

phasized enhancing item representation with multimodal content, overlooking the 

interactions between users and items. 

To address this limitation, the message-passing mechanism of graph neural net- 

works has been employed to enhance user representations through information ex- 

change between users and items. By leveraging this approach, user preferences for 

different modalities of information can be effectively captured. For instance, many 

studies aggregate the interactions between users and items for each modality to de- 

termine user preferences. Additionally, the representation of a movie’s modality can 

be derived from the latent item-item graph. 

This subsection will introduce various methods for building bridges within MRS, 

facilitating effective communication and integration of multimodal information. 

 

3.2.1 User-item Graph: 

In the context of capturing users’ preferences for different modalities, the user-item 

graph plays a significant role. By facilitating information exchange between users 

and items, this graph enables the capture of user preferences. In order to lever- 

age this capability, certain approaches utilize a user-item bipartite graph. For each 

modality, MMGCN establishes a separate graph. By considering the topology of 

adjacent nodes and the modality information associated with each item, the feature 

expression of each node can be updated accordingly. This allows for a more com- 

prehensive representation of users’ preferences across different modalities. Building 

upon the MMGCN framework, GRCN introduces an adaptive approach to enhance 

recommendation performance. It achieves this by dynamically modifying the struc- 

ture of the graph during model training to eliminate incorrect interaction data, such 

as cases where users have clicked on uninteresting videos. While these methods 

have shown significant success in improving performance, they still have limitations 

in their treatment of user preferences across different modalities. Specifically, they 

utilize a unified approach to fuse user preferences, disregarding the varying degrees 

of user preference for different modalities.To address the issue of equal weight assign- 

ment to each modality, several methods have been proposed. DualGNN leverages 

the correlation between users and incorporates user co-occurrence graphs and bi- 
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partite graphs to learn user preferences. MMGCL introduces a multimodal graph 

contrastive learning approach, utilizing modal edge loss and modal masking to con- 

struct user-item graphs. It also employs a novel negative sampling technique to 

capture correlations between modalities. MGAT enhances the MMGCN model with 

an attention mechanism, enabling adaptive capturing of user preferences across dif- 

ferent modalities. Furthermore, MGAT utilizes a gated attention mechanism to 

assess user preferences, enabling the detection of intricate interaction patterns em- 

bedded in user behavior. These methods aim to address the challenge of varying 

user preference levels for different modalities and improve the overall performance 

of multimodal recommender systems. 

 

3.2.2 Item-item Graph: 

The aforementioned studies primarily focus on leveraging multimodal features to 

capture user-item interactions, overlooking the latent semantic structures among 

items. Incorporating item-item structures can enhance item representation learning 

and improve model performance. For example, LATTICE constructs modality- 

specific item-item graphs based on the user-item bipartite graph, aggregating them 

to obtain latent item graphs. Similarly, MICRO also constructs item-item graphs 

for each modality but utilizes a novel comparison method to fuse features after per- 

forming graph convolution. However, these approaches fail to consider variations in 

preferences among specific user groups. In addition to the mentioned approaches, 

there are several other methods proposed to enhance multimodal recommendation 

systems. For instance, HCGCN introduces a clustering graph convolutional network 

that groups item-item and user-item graphs, enabling dynamic graph clustering for 

learning user preferences. PMGT leverages the pre-training strategy inspired by suc- 

cessful models like BERT, employing a pre-trained graph transformer to incorporate 

multimodal information and capture project relationships. BGCN, designed for bun- 

dle recommendation, integrates user-item interaction, user-bundle interaction, and 

bundle-item affiliation into a heterogeneous graph, utilizing graph convolution for 

extracting detailed features. Cross-CBR constructs the user-bundle graph, user-item 

diagram, and item-bundle graph, employing contrastive learning to align and inte- 

grate them from both bundle and item perspectives. These methods aim to improve 
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the performance and effectiveness of multimodal recommendation systems. 

 

3.2.3 Knowledge Graph: 

The integration of knowledge graphs (KG) and MRS has gained attention due to the 

additional information KGs can provide. Researchers have explored incorporating 

each modality of items into the KG as individual entities to facilitate this integration. 

One notable approach is MKGAT, which was the first model to introduce a knowl- 

edge graph into a multimodal recommendation. MKGAT introduces a multimodal 

graph attention technique that considers two key aspects: the aggregation of entity 

information and the reasoning of entity relationships within the multimodal knowl- 

edge graph. This technique enables more comprehensive modeling and reasoning 

capabilities in the context of KG-enhanced multimodal recommendation. More- 

over, to address the challenge of data type diversity in multimodal recommender 

systems, researchers have proposed innovative approaches. SI-MKR introduces al- 

ternate training and leverages the knowledge graph representation based on MKR 

to enhance multimodal recommendation. This method incorporates user and item 

attribute information from the knowledge graph to account for data type diversity. 

Similarly, MMKGV utilizes a graph attention network to disseminate and aggregate 

information on a knowledge graph, effectively combining multimodal information 

and leveraging the triplet reasoning relationship of the knowledge graph. Another 

approach, CMCKG, considers descriptive attributes and structural connections as 

two modalities and learns node representation by maximizing consistency between 

these two views. These methods demonstrate the importance of integrating diverse 

data types and leveraging the knowledge graph in enhancing multimodal recommen- 

dation systems. 

 

3.3 Fusion 

In the context of multimodal recommendation, integrating diverse multimodal in- 

formation is crucial, given the large quantity and types of data associated with 

users and items. To generate effective feature vectors for recommendation tasks, 

it is necessary to fuse the different multimodal information.  Fusion methods fo- 
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cus on combining preferences from various modalities, with particular emphasis on 

the intra-relationships among multimodal data. Many multimodal recommender 

system models incorporate both fusion and bridge techniques, recognizing the sig- 

nificance of both inter- and intra-relationships in learning comprehensive representa- 

tions. Among the various fusion approaches, the attention mechanism stands out as 

a widely adopted method. It allows for the flexible fusion of multimodal information 

with varying weights and attention focus. In this subsection, we classify attention 

mechanisms based on fusion granularity and also present other fusion approaches 

employed in multimodal recommender systems. 

 

3.3.1 Coarse-grained Attention: 

Certain models utilize attention mechanisms to fuse information from multiple 

modalities at a higher level of granularity. For instance, UVCAN divides multimodal 

information into user-side and item-side, including their respective ID information 

and side information. It leverages multimodal data on the user side to generate 

fusion weights for the item side through self-attention. Building upon UVCAN, 

MCPTR introduces parallel merging of the item and user information. In addition 

to user and item sides, some models merge information from different modal as- 

pects. CMBF introduces the cross-attention mechanism to jointly learn semantic 

information from image and text modalities, followed by concatenation. Moreover, 

certain models assign varying proportions to different modalities. MML designs an 

attention layer based on ID information, complemented by visual and text infor- 

mation. In MCPTR, each modality holds an equal position, and the self-attention 

mechanism determines the fusion weight. Conversely, HCGCN focuses more on the 

visual and text information specific to the item itself. 

 

3.3.2 Fine-gained Attention: 

Fine-grained fusion is essential in multimodal scenarios where data contains both 

global and fine-grained features, such as audio tone or clothing patterns. Unlike 

coarse-grained fusion, which can be invasive and irreversible, fine-grained fusion 

selectively combines fine-grained feature information from different modalities, pre- 

serving the original modality’s information and enhancing recommendation perfor- 



18  

mance. In the context of fashion recommendation, POG is a notable example of an 

online clothing recommender system based on a transformer architecture. POG’s 

encoder leverages multi-layer attention to extract deep features related to fashion 

image collocation, facilitating continuous fine-grained integration. In contrast to 

POG, NOR utilizes an encoder-decoder transformer architecture with fine-grained 

self-attention structures to generate scheme descriptions based on collocation infor- 

mation. EFRM, on the other hand, prioritizes interpretability by employing a Se- 

mantic Extraction Network (SEN) to extract local features and subsequently fusing 

them with fine-grained attention preference. VECF adopts image segmentation to 

integrate image features from each patch with other modalities. Similarly, UVCAN 

performs image segmentation on video screenshots like VECF and employs the at- 

tention mechanism to fuse image patches with id information and text information 

separately. Lastly, MM-Rec applies the Mask-RCNN target detection algorithm to 

extract regions of interest from news images and then performs co-attention to fuse 

Points of Interest (POI) with news content. In order to achieve fine-grained fusion, 

certain models incorporate unique internal structures. For example, MKGformer fa- 

cilitates fine-grained fusion through parameter sharing of QKV (Query-Key-Value) 

and a perceptual fusion module. MGAT employs a gated attention mechanism to 

prioritize the user’s local preferences. MARIO takes into account the individual im- 

pact of each modality on each interaction and incorporates a modality-aware atten- 

tion mechanism to identify the influence of different modalities on each interaction, 

performing point multiplication for the respective modalities. 

 

3.3.3 Combined Attention: 

In order to combine fine-grained fusion with the preservation of global information 

aggregation, several models have introduced combined fusion structures. NOVA 

addresses the issue of directly fusing different modal features using vanilla atten- 

tion, which often leads to minimal impact or performance degradation. It proposes 

a non-invasive attention mechanism with two branches, separating the id embed- 

ding branch to preserve interactive information during the fusion process. NRPA 

introduces a personalized attention network that takes user preferences expressed in 

comments into account. It employs personalized word-level attention to select more 
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significant words in comments for each user/item and sequentially passes the com- 

ment information through fine-grained and coarse-grained fusion. VLSNR focuses 

on news recommendations and captures users’ temporary and long-term interests 

through multi-head attention and GRU network, achieving both fine-grained and 

coarse-grained fusion. MARank designs a Multi-order Attention layer that com- 

bines Attention and ResNet in a unified structure to fuse information effectively. 

 

3.3.4 Other Fusion Methods: 

In addition to the attention-based fusion of multimodal information, some models 

incorporate simple methods such as average pooling, concat operations, and the 

Gating mechanism. However, these methods are often used in combination with 

graph and attention mechanisms to achieve better results, as mentioned earlier. It 

has been observed that these simple interactions when utilized appropriately, do 

not harm the recommendation effectiveness and can even reduce model complexity. 

Early models employed RNN and LSTM structures to capture user temporal pref- 

erences through multimodal information. However, with the advancements in deep 

learning techniques like attention mechanisms and CNN, their usage has decreased 

in recent years. Some models fuse multimodal features using linear and nonlinear 

layers. For example, Lv et al. employ a linear layer to fuse textual and visual fea- 

tures. In MMT-Net, three context invariants of restaurant data are identified and 

interaction is performed through a three-layer MLP network. 

 

3.3.5 Filtration: 

Multimodal data in recommendation tasks often contain noise that is unrelated to 

user preferences, requiring filtration to improve recommendation performance. Noise 

can exist in the interaction graph or multimodal features, and it can be addressed 

through filtration embedded in the bridge or fusion processes. Certain models utilize 

image processing techniques for denoising. For instance, VECF and UVCAN employ 

image segmentation to eliminate noise and capture the user’s personalized interests 

more effectively. MM-Rec utilizes a target detection algorithm to identify significant 

regions in an image, filtering out irrelevant information. Furthermore, graph neural 

network structures are widely employed for denoising in multimodal recommenda- 
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tion tasks. Given the sparsity of user-item interactions and noise in item features, 

the learned representations of users and items through graph aggregation inherently 

contain noise. Several models address this issue. 

FREEDOM introduces a degree-sensitive edge pruning method to denoise the 

user-item interaction graph. By considering the degree of nodes, it effectively filters 

out noisy interactions. GRCN goes beyond traditional graph convolutional network 

models by adaptively adjusting the interaction graph’s structure during training. 

This allows it to identify and remove erroneous interaction information, preventing 

noise from affecting the model’s performance. 

PMGCRN takes into account user interactions with uninteresting items and em- 

ploys an active attention mechanism to address mismatched interactions. Correct- 

ing users’ wrong preferences mitigates the impact of noise in the recommendation 

process. MEGCF focuses on the mismatch problem between multimodal feature ex- 

traction and user interest modeling. It constructs a multimodal user-item graph and 

leverages sentiment information from comment data to finely aggregate neighbors’ 

weights in the graph convolutional network module, effectively filtering information 

and reducing noise. 

 

3.4 Multimodal Feature Enhancement: 

Distinguishing the unique and common semantic information present in different 

modality representations of the same object can greatly enhance the performance 

and generalization of MRS. In recent developments, models have incorporated DRL 

and CL techniques to enhance features through interactions. 

By leveraging DRL and CL, these models focus on learning disentangled repre- 

sentations that capture the unique characteristics of each modality while preserving 

the common semantic information. This approach enables the models to effectively 

enhance the features and improve the recommendation performance by emphasizing 

the distinctive aspects of the multimodal data. Through interaction-based meth- 

ods, these models enhance the representations and enable a more comprehensive 

understanding of multimodal information, leading to more accurate and effective 

recommendations. 
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3.4.1 Disentangled Representation Learning: 

In recommender systems, the importance of different modalities in influencing a 

user’s preference for a specific aspect of the target item varies. However, the rep- 

resentations of these different aspects within each modality are often intertwined, 

making it challenging to extract precise factors that contribute to user preferences. 

To address this issue, researchers have introduced decomposition learning techniques 

to uncover intricate factors in user preferences. Prominent examples include DICER, 

MacridVAE, and CDR. 

Furthermore, multimodal recommendation aims to uncover valuable insights hid- 

den within the complex interplay of various factors present in multimodal data. 

These factors are intricately entangled with each other, posing a significant chal- 

lenge for analysis and understanding. Researchers in this field strive to disentangle 

and identify the influential factors to gain a deeper understanding of user preferences 

and enhance the recommendation process.MDR introduces a novel approach to the 

multimodal recommendation by leveraging well-disentangled representations that 

capture both complementary and standard information from different modalities. 

DMRL takes into account the distinct contributions of various modality features for 

each disentanglement factor, allowing for more precise capture of user preferences. 

Additionally, PAMD incorporates a disentangled encoder that extracts modality- 

common features while preserving modality-specific features automatically. 

In the pursuit of disentangled representations, contrastive learning is employed 

to ensure consistency and differentiation between separated modal representations. 

This helps maintain a clear distinction between the various factors present in mul- 

timodal data. Notably, SEM-MacridVAE extends the idea by incorporating item 

semantic information into the learning process of disentangled representations de- 

rived from user behaviors, thus enhancing the overall recommendation performance. 

 

3.4.2 Contrastive Learning: 

In contrast to DRL, contrastive learning approaches focus on improving represen- 

tations through data augmentation, which is beneficial for addressing the sparsity 

issue. Several studies in MRS have incorporated contrastive learning loss func- 

tions, primarily for modality alignment and enhancing deep feature information be- 
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tween positive and negative samples. These methods aim to optimize the alignment 

and discriminative power of multimodal representations through contrastive learn- 

ing techniques.MCPTR introduces a novel contrastive learning (CL) loss function 

that promotes semantic similarity between different modal representations of the 

same item. GHMFC constructs two contrastive learning modules that operate on 

entity embedding representations derived from a graph neural network. These CL 

loss functions operate in two directions, namely text-to-image, and image-to-text. 

Cross-CBR incorporates a contrastive learning loss to align the graph representation 

between the bundle view and item view. MICRO focuses on capturing shared and 

specific modal information. In CMCKG, entity embeddings are obtained from both 

descriptive attributes and structural link information in knowledge graphs, and con- 

trastive loss is applied. HCGCN adopts contrastive learning inspired by CLIP to 

enforce the alignment of visual and textual item features in the same semantic space. 

Additionally, weights are assigned to different CL loss functions to control their con- 

tributions. Many models in recommendation scenarios employ data augmentation 

techniques to create positive samples for contrastive learning. MGMC introduces a 

graph enhancement method and incorporates meta-learning to enhance model gen- 

eralization. MML, a sequential recommendation model, expands the training data 

by constructing subsets of users’ historical purchase item sequences. LHBPMR se- 

lects items with similar preferences from graph convolutions to construct positive 

samples. MMGCL generates positive samples using modal edge loss and modal 

masking. Victor constructs samples based on Chinese semantics. Combo-Fashion, a 

bundle fashion recommendation model, constructs both negative and positive fash- 

ion matching schemes. While most models focus on removing irrelevant information 

from multimodal data, QRec takes an alternative approach by adding uniform noise 

to multimodal information as positive samples to improve model generalization. Ad- 

ditionally, UMPR, although lacking an explicit CL loss function, constructs a loss 

function that captures the difference between visual positive and negative samples. 
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3.5 Model Optimization: 

Multimodal recommendation tasks introduce additional computational requirements 

due to the presence of multimodal information, resulting in increased training com- 

plexity when training multimodal encoders and recommendation models together. 

To address this, multimodal recommendation models can be categorized into two 

types of training approaches: End-to-end training and Two-step training. In End- 

to-end training, all layers of the model are updated simultaneously using back- 

propagation, allowing for the joint optimization of the multimodal encoders and 

recommendation model parameters. This approach considers the entire model as a 

single entity during training. 

On the other hand, Two-step training involves a two-stage process. In the first 

stage, the multimodal encoders are trained separately, focusing on learning effective 

representations from the multimodal data. In the second stage, the pre-trained 

encoders are fine-tuned in a task-oriented optimization step, specifically tailored 

for the recommendation task. This two-step approach provides a more structured 

and controlled training process. Both training methods have their advantages and 

considerations in terms of computational efficiency and performance optimization 

for multimodal recommendation models. The choice of training approach depends 

on the specific requirements and constraints of the recommendation task at hand. 

 

3.5.1 End-to-end Training: 

Multimodal recommender systems leverage various types of multimedia information 

such as images, texts, and audio. To process this data, commonly used encoders 

from other domains are often employed, including ViT, ResNet, and BERT. These 

pre-trained models typically have a large number of parameters, such as the 86M 

parameters in the case of ViT-Base, posing a challenge in terms of computational 

resources. 

To address this issue, most multimodal recommender systems adopt a strategy 

of using pre-trained encoders directly and focus on training the recommendation 

model in an end-to-end manner. In this approach, the parameters of the pre-trained 

encoders remain fixed, and only the recommendation model is trained. For instance, 
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in the case of NOVA and VLSNR, a pre-trained encoder is used to encode image 

and text features. The resulting multimodal feature vectors are then embedded into 

the model for recommendation to users. These models demonstrate that incorpo- 

rating multimodal data without updating the encoder parameters can still enhance 

recommendation performance. In contrast, MCPTR takes a different approach by 

fine-tuning the parameters of the encoder. However, it achieves this with a rel- 

atively small number of training epochs (e.g., 100 epochs) using recommendation 

and contrastive loss functions. 

By leveraging pre-trained encoders and adopting an end-to-end training ap- 

proach, multimodal recommender systems strike a balance between computational 

efficiency and recommendation performance, allowing for the effective utilization 

of multimodal data. In addition to improving recommendation performance, cer- 

tain end-to-end methods also strive to minimize computational requirements. These 

methods employ strategies to reduce the number of parameters that need to be up- 

dated during training, thereby optimizing efficiency. One approach is observed in 

MKG-former, which utilizes a multi-layer transformer structure. By sharing param- 

eters across multiple attention layers, the computational burden is reduced, resulting 

in a more efficient training process. Another example is FREEDOM, which focuses 

on freezing specific parameters related to the graph structure. By doing so, memory 

costs are significantly decreased, while simultaneously achieving a denoising effect 

that enhances the overall recommendation performance. These end-to-end meth- 

ods strike a balance between computational efficiency and recommendation quality, 

offering practical solutions for reducing computation while still achieving effective 

recommendations. 

 

3.5.2 Two-step Training: 

Two-step training schemes in multimodal recommender systems are less common 

due to their higher computational requirements compared to end-to-end approaches. 

However, they offer better targeting of downstream tasks. PMGT introduces a pre- 

trained graph transformer inspired by Bert’s structure. It learns item representations 

through two objectives: graph structure reconstruction and masked node feature re- 

construction.  Similarly, in POG, a pre-trained transformer is trained to acquire 
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fashion-matching knowledge, which is then utilized in a cloth generation model for 

user recommendations. Two-step training is particularly prevalent in sequential rec- 

ommendation tasks, where end-to-end training poses challenges. In the pretraining 

stage, MML adopts meta-learning to train the meta-learner and enhance model gen- 

eralization. In the second stage, the item embedding generator is trained. TESM 

and Victor employ pre-training approaches as well, with a well-designed graph neu- 

ral network and a video transformer, respectively. While two-step training demands 

more computing resources, it offers targeted training for specific tasks and is often 

employed in scenarios where end-to-end training is impractical or challenging.



Chapter 4 

FUTURE WORK 

 

 

In future research, we aim to employ transformers for product recommendation by 

processing multi-modal data, including text and images. The approach involves separate 

processing of each modality to create embedding’s, followed by concatenation and input into 

the transformer encoder model. The self-attention mechanism is then employed to capture 

inter-dependencies between modalities, offering a powerful solution for handling complex 

and diverse data types, particularly beneficial for personalized product recommendations.
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